Biomolecule, Pathway, and Circuit Engineering

(Biomolecular Engineering)
Summary

*Biomolecule, Pathway, and Circuit Engineering* focuses on the importance, challenges, and goals of engineering individual biomolecules themselves to have expanded or new functions. Successful progress would be demonstrated by production of functional macromolecules on-demand from both natural and non-natural building blocks, targeted design of complex circuits and pathways, and control over the dynamics of regulatory systems.

Introduction and Impact

At the molecular level, the functional richness, complexity, and diversity of biology can be localized predominantly to large “macro”-molecules (nucleic acids and proteins) and secondary metabolites. Indeed, evolution has produced and leveraged biomolecules and their assemblies to achieve extraordinarily sophisticated natural functions far surpassing our current engineering capabilities. If researchers are able to efficiently design, generate, synthesize, assemble, and regulate biomolecules in ways that rival the functional complexity of natural counterparts, but with user-defined functions, then all areas of bioengineering and synthetic biology should benefit.

The challenge of crafting biomolecules, pathways, and circuits that carry out user-defined functions has historically been an exercise in building out from what exists in nature to what doesn’t. Certainly, this mode of bioengineering will be important going forward and will see transformations as our knowledge of and ability to harvest what exists in nature increases. Likewise, this mode of bioengineering will advance as our ability to take natural components and bring them to new functions improves, both in the ambitiousness of the functions we can reach (that is, how different they are from natural functions) and the scale with which we can reach them. Under this framework, we outline a number of transformative tools, technologies, and goals centered on parts prospecting, high-throughput measurement, and computational and evolutionary design approaches, to both better understand how natural parts work and rapidly improve upon them to reach user-defined functions. We should also keep in mind that as synthetic biology advances, what exists in nature may no longer be the only framework from which we can extract starting points for building out. Indeed, fundamentally new biological components of our own creation, for example ones containing fully unnatural chemical building blocks, might introduce entirely new categories of what exists to biology and so we must develop tools to use and design from those categories. Therefore, we also define a number of transformative tools, technologies, and goals that will allow us to exploit these truly new categories of biological matter.

The roadmap for *Biomolecule, Pathway, and Circuit Engineering* addresses the engineering of individual biomolecules to have expanded or new functions and the combination of biomolecular parts into macromolecular assemblies, pathways, and circuits that carry out a larger function, both *in vivo*, in cell culture systems, and *in vitro*, in cell-free and/or purified settings. The roadmap operates from the definition that 1) biomolecules are made by natural or engineered biological systems; 2) biomolecules are made from natural simple building blocks or engineered variants of those building blocks; and 3) the production of biomolecules can predominantly be genetically encoded. The roadmap uses the broad definition that macromolecular assemblies operate as complexes of physically-interacting individual biomolecules, that pathways are
combinations of biomolecules that achieve a coordinated function, and that circuits are combinations of biomolecules that achieve regulatory control or dynamic information processing. Under these definitions, typical biomolecules include natural and engineered variants of existing macromolecules (e.g., DNA, RNA, proteins, lipids, and carbohydrates), as well as new biopolymers containing unnatural nucleotides and amino acids; typical macromolecular assemblies include self-assembling protein nanostructures or nucleoprotein complexes; typical pathways include collections of natural or engineered enzymes that produce desired secondary metabolites; and typical circuits include natural or engineered regulatory modules that control gene expression in a dynamical fashion. We note that the boundaries between this section and host engineering (see Host and Consortia Engineering) can easily blur, but offer the practical and subjective classification guideline that this section treats bioengineering problems where the key innovations can be localized to manipulating and understanding individual molecules and their assemblies in contrast to manipulating and understanding the dynamics of large networks of molecules.

Transformative Tools and Technologies

Computational macromolecular design

Computational design of biomolecules with specific functions is a major area of research in synthetic biology. Advances in this area should eventually result in the on-demand generation of any specific molecular function, including catalysis and intermolecular interactions at the heart of biomolecular, pathway, and circuit engineering. Within computational design, protein, DNA, and RNA engineering have advanced the furthest, so we discuss computational design challenges through the lens of these particular macromolecules with the understanding that similar advances can be made for all biomolecules.

Protein design

Computational protein design is a discipline aimed at identifying specific sequences that have desired three-dimensional shapes or function, ideally exploiting the speed and cheapness of in silico computation to do so. Contrary to experimental methods such as directed evolution (laboratory evolution), computational biomolecular design aspires to “virtually” identify likely functional, while aiming to eliminate non-functional, molecules without producing and directly testing them. Computational biomolecular design has advanced to the point where defined structures and binding interactions can be constructed, but improvements are needed in expanding 1) the range and effectiveness of protein functions that can be designed, and 2) the success rate.

A critical aspect of designing functional proteins is the ability to accurately predict structure from sequences, which remains especially challenging for large proteins (>125 amino acids), beta-sheet topology, long-range contacts, and membrane proteins. Closely homologous proteins in nature have a backbone rmsd (root-mean-square deviation) <3 angstroms (Reva, Finkelstein, & Skolnick, 1998), so an rmsd of <3 angstroms between a computationally predicted structure (whether folding an existing sequence or designing a new sequence) and its actual structure solved through X-ray crystallography is a biologically justified metric for
success. Currently, there are already several cases where computationally-predicted structures give an atomic level accuracy better than 2.5 angstroms, but regularly achieving such accuracy, especially for large proteins and with a diversity of structural features, remains a critical challenge. Furthermore, the most successful computational platforms still rely on homology to existing proteins at various levels of resolution. And even at the single-residue resolution, there is still reliance on existing protein structures – for example, conformational rotamers in a leading protein design platform, Rosetta, are partly scored based on their frequency in the PDB (Alford et al., 2017; Davey, Damry, Goto, & Chica, 2017). Therefore, the types of proteins that can currently be designed are still ones close to natural proteins. Moving farther and farther away from natural structures should result in both a better understanding of protein biophysics and new scaffolds specialized for new applications.

In terms of the types of protein functions that can be effectively designed, enzyme activity presents a major current challenge. One reason for this is that enzymes may rely on intricate molecular dynamics for catalysis that are difficult to capture in current design platforms; currently only single-residue conformational dynamics have been engineered by computational design (Davey et al., 2017). Better addressing the challenge of enzyme design would enable broad advances in synthetic biology. For example, enzymes are at the heart of metabolic pathway engineering goals. Quantifiable metrics in enzyme design can be based on diffusion-limited rate constant $(k_{cat}/K_M)$ improvements. This limit for enzymes is $\sim 10^9 \text{M}^{-1}\text{s}^{-1}$, natural enzymes average a $k_{cat}/K_M$ of approximately $10^5 \text{M}^{-1}\text{s}^{-1}$, but computationally designed enzymes have $k_{cat}/K_M$ values that are usually around three orders of magnitude lower than natural enzymes (Bar-Even et al., 2011; Kuo-chen & Shou-ping, 1974). A major goal of computational enzyme design should be to routinely achieve the $k_{cat}/K_M$ values of natural enzymes for artificial (user-defined) reactions.

The success rate of protein structure prediction and computational protein design is still low. This significantly limits broad adoption of protein design by the biomolecular engineering community. Because of the inaccuracy and imperfection of the molecular mechanics force-field underlying protein design, highly trained experts are often needed to curate computational design to select the ones that will be tested experimentally. The scant availability of such experts limits the broad deployment of protein design within the industrial and academic communities. Leveraging high-throughput experimental screening of large numbers of computational designs is a way to alleviate such limitations, but result in very high cost for design projects, which in turn restrict application of design to the most well-funded academic and industrial institutions. For example, the typical rate of success for enzyme design is in the low percent range. A rate of success greater than 50% would therefore have a tremendous impact.

Achieving these goals will require progress on multiple aspects of design, which can be categorized as physics-based or knowledge-based. Physics-based design approaches will advance through the improvement of the molecular mechanics force-fields and knowledge-based design approaches will advance through the curation of very large datasets of positive and negative design outcomes to enable the further development of machine learning techniques that extract design models from data. A combination of physics- and knowledge-based advances may be required to maximize the success rate for computational protein
design. Physics-based molecular dynamics simulations can incorporate protein dynamics that may be at the heart of certain protein functions, but the amount of computational power required make it impossible to perform dynamics simulation on all design candidates at all scales. The ability to incorporate coarse-grained or full-atom dynamics in the design stage would critically enable the design of enzymes with high catalytic activities without the need to use laboratory evolution post-design.

**Computational nucleic acid design**

There has been considerable interest in designing nucleic acids (DNA, RNAs) and nucleic acid machines to carry out custom function (e.g., binding, sensing, catalysis, regulation) because nucleic acids are arguably uniquely programmable due to their reliance on base pairing for secondary structure, while allowing a wide range of sophisticated structural elements through tertiary and non-canonical structures. Several breakthrough technologies have emerged recently based on RNA-protein complexes that rely on base-pair guided interactions, including RNA silencing, CRISPR genome editing and gene activation and repression, and therapeutics that target pre-mRNA splicing. Nevertheless, compared to computational protein design, nucleic acid design, especially design of RNAs at the non-canonical and tertiary structural level is underdeveloped. In addition, the design of complexes that mix RNA and proteins, or ‘nucleoproteins’, remains particularly underdeveloped. A major goal of the field should be to resolve this gap.

A number of computational approaches have been developed to be able to predict secondary and tertiary structures from primary sequences, and more recently, increased interest in nucleic acid (DNA/RNA) nanotechnology has emerged given the potential of developing computational rules that can lead to nucleic acids that assemble into complex shapes. Most of the recent successes in computational nucleic acid design leverage our knowledge of secondary structure thermodynamics to design at the level of RNA secondary and canonical Watson-Crick base pairing interactions. In order to expand computational nucleic acid design, several major areas of improvement are needed including: 1) incorporating RNA folding kinetics into design algorithms, both from the standpoint of designing efficient folding pathways, as well as designing structures that can dynamically change in response to local or global environmental changes and specific interactions with other molecules (Espah Borujeni, Mishler, Wang, Huso, & Salis, 2016; Espah Borujeni & Salis, 2016); 2) designing at the level of three dimensional structure; 3) incorporation of non-canonical interactions (i.e. Hoogstein base pairing, nucleotide-backbone pairing, etc.) into design approaches (Das, Karanikolas, & Baker, 2010); 4) incorporating the growing number of synthetic nucleotide chemistries (i.e., Hachimoji codes (Hoshika et al., 2019)) within nucleic acid design; and 5) integrating frameworks for RNA and protein design (Leistra, Amador, Buvanendiran, Moon-Walker, & Contreras, 2017) to predict and design structure-function relations for nucleic acids alone and in the context of riboprotein complexes and hybrid structures. Together, this will unlock the ability to design new and powerful target functionalities including: RNA-ligand binding pockets for new ligands relevant to biosensor design; catalytic sites for improved RNA catalysis in ribozymes and within the ribosome for new functions such as bespoke gene editing tools and templated unnatural polymer biosynthesis, respectively (Carothers, Goler, Juminaga, & Keasling, 2011); higher-order
dynamic RNAs that can change global folding patterns in response to stimuli relevant to single-molecule molecular logics; improved RNA-protein complexes for RNA-guided gene editors (e.g., CRISPR systems); new classes of RNA-protein nanomachines that can perform cell-like functions such as cargo sorting and transport; and RNAs that post-transcriptionally control gene expression in a targeted way by directly regulating stability of entire clusters of mRNAs via designed RNA-RNA interactions (we note that this can be particularly relevant to the engineering and optimization of metabolic pathways and complex phenotypes in a variety of hosts (Leistra, Curtis, & Contreras, 2019)).

**Evolutionary macromolecular engineering**

Evolution is a powerful bioengineer, but the natural evolutionary process is slow. New directed evolution platforms for rapid optimization of nucleic acids, proteins, pathways, and circuits towards desired functions are needed. Metrics for effective directed evolution include: 1) fold-improvement over starting point function, as well as absolute-level of function that can be evolved; 2) the types of functions that can be evolved; and 3) scale (how many experiments can be run simultaneously). Although there are many applications of directed evolution for all types of biomolecules, there are two particularly demanding testbeds for directed evolution technologies discussed below: protein enzyme evolution and the specific binding of nucleic acids to small molecules or proteins.

**Enzyme evolution**

Only a small fraction of directed enzyme evolution experiments give increases in $k_{cat}/K_M$ that bring activities within range of natural enzymes (Goldsmith & Tawfik, 2017). Empirically, the most extensive directed evolution efforts yielding orders of magnitude improvement in $k_{cat}/K_M$ have typically required about ten mutations (Goldsmith & Tawfik, 2017), but classical directed evolution methods rarely traverse adaptive mutational pathways with >5 mutations. Similar metrics aiming for ten mutations guide the evolution of binding proteins, where this scale of mutation is necessary for achieving extremely high-affinity binders (picomolar) from weak binders (micromolar). Therefore, platforms for directed protein evolution that can routinely yield variants with ten or more adaptive mutations are desirable. We note that the related problem of evolving a new protein-based biosensor such as a transcription factor that binds to a new ligand is related to the $K_M$ problem for enzyme evolution. Thus, improved technologies for evolving enzymes will have great impact in other areas of biomolecular engineering.

**DNA/RNA aptamer evolution**

DNA or RNA sequences that can bind to specific proteins or small molecule ligands are commonly referred to as aptamers. While there was an initial push to evolve new aptamers via techniques such as SELEX (Ellington & Szostak, 1990; Tuerk & Gold, 1990), the field has existing challenges in terms of the chemical diversity of small molecules that can be targeted with aptamers, as well as incorporating aptamers into functional RNA molecules such as biosensors or gene regulators. With regards to the challenge of diversity, aptamers have been largely limited to those targets that are already known to bind to RNA well (such as nucleotide analogs and other co-factors for which natural aptamers exist), or to compounds that can be...
easily immobilized on solid supports. In terms of aptamers in functional RNA molecules, there is some recent progress in incorporating new aptamers into fluorescent RNA biosensors as well as new classes of RNA regulators called riboswitches, but progress is still hampered by a lack of understanding of ligand-mediated allosteric effects that alter RNA structure (Carlson & Lucks, 2019; Villa, Su, Contreras, & Hammond, 2018). Both of the challenges could be fruitfully addressed by new evolution methods that selected for RNA binding interactions in the context of functional molecules - for example by new selection methods that used the binding of free ligand (i.e., not bound to a solid support) to trigger a regulatory event (e.g., activation of transcription) that could be selected for. In addition, evolutionary methods that can support the use of non-natural nucleic acids could further enhance the diversity of chemical interactions and structural motifs available to offer new ligand binding properties. We note that progress towards this goal would also impact the recent and growing interest in developing small molecule drugs for RNA targets (Palacino et al., 2015).

**Development of platform technologies for evolutionary macromolecular engineering**

Platforms for directed evolution that can traverse long mutational pathways are critical for crossing fitness valleys. Given the length of functional biopolymers (i.e., proteins), evolution (and any design strategy) is (and always will be) a highly limited search through sequence/fitness space. Given the ruggedness of fitness landscapes, this results in fixation of suboptimal sequences that represent local fitness maxima. Crossing fitness valleys to reach more-fit maxima is always a critical challenge in directed evolution. To cross these valleys, multi-mutation pathways, which can be elicited by fluctuating or changing selection conditions or spatial structure, are critical. In addition, when directed evolution is used to improve multi-gene metabolic pathways, the number of beneficial mutations available/needed to achieve an optimal function increases compared to the evolution of single enzymes. As a result, directed evolution systems capable of traversing long mutational pathways are here needed, too. Developments in continuous evolution systems and automation should allow directed evolution to address such demanding biomolecular engineering goals by accessing long mutational pathways at scale (Badran & Liu, 2015; Halperin et al., 2018; Ravikumar, Arzumanyan, Obadi, Javanpour, & Liu, 2018; Zhong & Liu, 2019).

Evolution platforms require selection. Therefore, the types of functions that one can evolve biomolecules to achieve depend on the availability of high-throughput screens and genetic selections for those properties. Potential selection systems for genetic growth-based selection are abundant - as the propagation of biomolecular variants with desired properties can be linked to cell survival through synthetic genetic circuits - but the reliability of these selections and the difficulty in designing new ones vary widely (Higgins & Savage, 2018). *In vitro*, screening throughput is lower than for *in vivo* selection, but there is more control over what is screened for through the precision of FACS and assays involving droplet sorting systems or microtiter plates. Therefore, on the one hand, there is a need for more and more general *in vivo* selection systems, for example, custom transcriptional biosensors for arbitrary small molecules to select biomolecules (enzymes, RNAs) that produce desired products, two-hybrid systems, nucleic acid-protein interaction selection systems, display systems (e.g., ribosome), and other binding-based selection systems to find custom affinity reagents or interaction inhibitors; as well
as diversification methods (e.g., PACE (Esvelt, Carlson, & Liu, 2011; Halperin et al., 2018; Ravikumar, Arrieta, & Liu, 2014; Ravikumar et al., 2018), evolvR (Esvelt et al., 2011; Halperin et al., 2018; Ravikumar et al., 2014, 2018)), and OrthoRep (Esvelt et al., 2011; Halperin et al., 2018; Ravikumar et al., 2014, 2018)) that operate \textit{in vivo} to match the possible throughput of selection. On the other hand, there is a need for highly-streamlined and high-throughput \textit{in vitro} screening technologies that will likely utilize new technologies in microfluidics and DNA barcoding and sequencing. We note that for certain types of nucleic acid based selections such as SELEX, one can carry out \textit{in vitro} selections with extremely large libraries (>10^{14} variants), which greatly increase the likelihood of recovering functional molecules (Carothers, Oestreich, Davis, & Szostak, 2004). Improving the throughput of other \textit{in vitro} or \textit{in vivo} screening technologies to enable more than the current 10^{6}-10^{8} variants to be screened could significantly improve the ability to evolve molecules with properties that are difficult to access using SELEX.

In terms of scale, classical methods usually limit one researcher to carry out no more than ten independent biomolecular evolution experiments in parallel, especially if multiple rounds of mutation and selection are needed. Evolution platforms that can exceed this scale are therefore desired. Continuous \textit{in vivo} evolution platforms can achieve scale by requiring only serial passaging for selection, as serial passaging of cells is highly scalable. Continuous \textit{in vitro} nucleic acid evolution platforms similarly scale (Blind & Blank, 2015). Although automated methods for selecting macromolecules, including RNA aptamers (Cox et al., 2002), were first developed more than 15 years ago, the relatively limited capabilities and high costs of those robotic platforms hampered widespread adoption. Looking ahead, laboratory automation may begin to more easily increase the scale of evolutionary macromolecular engineering undertakings as many steps such as PCR diversification, transformations, and selection have become much more readily automated (Linshiz et al., 2013; Shih et al., 2015).

Finally, we note that evolutionary macromolecular engineering and computational design are highly complementary. Not only can computational design provide starting points for evolutionary engineering of both proteins and nucleic acids (especially powerful since gene synthesis is scalable so many starting points can be exactly made), evolutionary methods - in particular highly scalable ones - can generate large sets of successful (and unsuccessful) outcomes to train computational algorithms. Indeed, machine-learning in protein engineering is a rapidly expanding area of research that we believe holds great promise and is highly synergistic with the large datasets that can be provided through continuous evolution experiments and high-throughput sequence-function mapping experiments (Yang, Wu, & Arnold, 2018).

Collection and curation of more biomolecular parts

While we have emphasized how one may design and evolve new biomolecular parts, there is already a rich existing collection of natural biomolecules that nature offers. Proper prospecting and curation of parts from the rapidly growing number of genomes sequences is a valuable strategy to complement design and evolutionary approaches. Even if design and evolutionary approaches rapidly advance, there is still the need for good starting points for design and evolution to modify and these starting points come from parts collections.
As parts collections expand, including through the addition of more and more synthetic variants, characterization and curation become crucial. Standardized methods for measuring the performance of particular parts is therefore essential. This is especially important for parts controlling gene expression, which form the basis of biological circuit design. Host specificity, environmental effects, modularity, and tunability of parts are all critical aspects in biological circuit design.

Unnatural nucleotide and amino acid polymerization systems

The construction of macromolecules that contain unnatural building blocks would be broadly useful for new therapeutics, materials, and biocontainment strategies. Systems for PCR and transcription of fully unnatural nucleotide-containing genes of up to 400 base pairs is an aspirational but reasonable, metric the field should aim for. At this length, unnatural aptamer and aptazyme polymers could be regularly evolved and engineered. Systems capable of handling even longer sequences (1000 base pairs) would be useful as new information polymers capable of encoding unnatural proteins and sustaining genetic codes based on new genetic alphabets (Martin et al., 2018). Expanded genetic code systems for translation of fully unnatural amino acid containing proteins with more than 200 amino acids and/or proteins with at least four distinct unnatural amino acid building blocks would also be an aspirational quantifiable goal for the field. This goal would open up new categories of research in biomaterial production and evolution and further motivate the expansion of genetic codes, a key area of synthetic biology with a wide range of applications from biomolecular engineering to biocontainment.
**On-demand design, generation, and evolution of macromolecules for desired functions.**

<table>
<thead>
<tr>
<th><strong>De novo prediction of RNA structure, protein structure, and complexes of DNAs/RNAs and proteins from primary sequence and the ability to make accurate predictions of mutability and effect of mutations from structure.</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Reliably predict the structure of 500-amino acid proteins and 200-nucleotide RNA domains within 5 Ångstroms from primary sequence.</td>
</tr>
<tr>
<td>Improve force-field and backbone-sampling algorithms and capabilities to capture force-fields of post-transcriptionally- and post-translationally-modified nucleosides and amino acids.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>De novo design and/or prediction of macromolecular dynamics and dynamic macromolecular structures.</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Incorporating co-transcriptional (for RNA) and co-translational (for protein) processes into design algorithms.</td>
</tr>
<tr>
<td>Design of dynamic and responsive protein-RNA nanomachines.</td>
</tr>
<tr>
<td>Routine design of protein complexes.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Durable and high-mutation-rate in vivo continuous DNA mutagenesis and evolution systems in model organisms.</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Durable and high-mutation-rate in vivo continuous DNA mutagenesis and evolution systems in non-model organisms.</td>
</tr>
<tr>
<td>Direct sequencing of proteins and carbohydrates.</td>
</tr>
</tbody>
</table>

**Special considerations for on-demand design, generation, and evolution of macromolecules that rely on non-canonical/unnatural building blocks.**

<table>
<thead>
<tr>
<th><strong>PCR, reverse transcription, cellular replication, and transcription of fully unnatural nucleotide-containing genes of up to 400 base pairs.</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Identification of “missing” functionality or functionalities in A-T-G-C base pairs.</td>
</tr>
<tr>
<td>Expansion of unnatural nucleotide toolkit.</td>
</tr>
</tbody>
</table>

| 2 Years | 5 Years | 10 Years | 20 Years |
### Holistic, integrated design of multi-part genetic systems (i.e., circuits and pathways).

<table>
<thead>
<tr>
<th>Design of highly-stable, large genetic systems (genomes) with targeted expression levels in a host organism or cell type, incorporating system-wide effects.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incorporate gene expression interactions into predictable design of prokaryotic genetic systems.</td>
</tr>
<tr>
<td>Incorporate gene expression interactions into predictable design of eukaryotic genetic systems.</td>
</tr>
<tr>
<td>Discovery and characterization of mechanistic interactions at the systems-level affecting protein activities inside cells.</td>
</tr>
<tr>
<td>Whole-tissue or whole-cell, nucleotide-resolution simulations encompassing several layers of models predicting gene regulatory, metabolic, and system-level behaviors.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ability to rationally engineer sensor suites, genetic circuits, metabolic pathways, signaling cascades, and cell differentiation pathways.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reliable engineering of novel, many-enzyme pathways utilizing combinations of bioprospected enzymes with well-characterized kinetics.</td>
</tr>
<tr>
<td>Five-time improvement and expansion of inducers/promoters for model organisms that respond to environmental inputs and any intracellular metabolite.</td>
</tr>
<tr>
<td>Reliable expression of redesigned synthases to produce secondary metabolites.</td>
</tr>
<tr>
<td>Computational design of protein-ligand and RNA-ligand interfaces suitable for engineering protein-based or RNA-based sensors.</td>
</tr>
<tr>
<td>Simultaneous, tunable, timed expression of many transcription factors controlling mammalian cell state.</td>
</tr>
</tbody>
</table>

### Integrated design of RNA-based regulatory systems for cellular control and information processing.

<table>
<thead>
<tr>
<th>Porting nucleic acid strand displacement technology into cellular systems with RNA instantiations.</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNA implementation of strand displacement cascades in bacteria.</td>
</tr>
<tr>
<td>RNA implementation of strand displacement cascades in eukaryotic systems.</td>
</tr>
<tr>
<td>Engineer computational RNA strand displacement networks in mammalian systems.</td>
</tr>
<tr>
<td>Computational design of RNA strand displacement neural networks that process the transcriptome.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Porting successes in computationally designed bacterial RNA-based genetic regulators into eukaryotic and mammalian systems.</th>
</tr>
</thead>
<tbody>
<tr>
<td>First generation eukaryotic RNA-based gene regulators that utilize RNA:RNA interactions and/or strand-displacement and achieve 10-fold change in gene expression.</td>
</tr>
<tr>
<td>Second generation eukaryotic RNA-based gene regulators that are suitable for computational design to create libraries that are highly-orthogonal and high-performing, achieving 100’s-fold change in gene expression.</td>
</tr>
<tr>
<td>Expand RNA modification apparatus to modify non-natural RNA alphabets to enhance their functional properties.</td>
</tr>
<tr>
<td>Engineering enzymes that can perform non-natural RNA modifications to further expand the chemical repertoire of what is possible and extend RNA ligand recognition, catalysis and genetic control.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>2 Years</th>
<th>5 Years</th>
<th>10 Years</th>
<th>20 Years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Engineering Biology: A Research Roadmap for the Next-Generation Bioeconomy

Technical Themes - Biomolecule, Pathway, and Circuit Engineering
**Roadmap Elements**

**Goal 1: On-demand design, generation, and evolution of macromolecules for desired functions.**

[Current State-of-the-Art]: Currently, the mapping of structure and function of a macromolecule from the primary sequence is the critical challenge towards achieving on-demand design, generation, and evolution. Computational DNA, RNA, and protein design has advanced to the point where defined structures, binding interactions, and enzymatic activity can be constructed, especially for proteins. Still, substantial improvements are needed in expanding: 1) the range and effectiveness of macromolecular functions that can be designed, and 2) success rate. De novo computational protein design, PDB-informed protein design strategies, origami-based nucleic acid structure design, physics-based design of RNA switches, machine-learning strategies that deduce molecular contacts for protein and nucleic acid folding from multiple sequence alignments, and hybrid approaches have enjoyed considerable success and hold significant promise.

Evolutionary or semi-rational approaches have advanced to the point where substantial improvements can be gained via a wealth of directed evolution, continuous evolution, and library based approaches, often coupled with computation and modelling, but only when suitable macromolecules (i.e., those that possess some function along the axis of the desired function) have been previously identified. However, creating effective and scalable diversification systems, effective selection and screening systems, reaching de novo evolution of function, and expanding the scope and throughput of selection/screening systems with the ability to directly select/screen for the exact function remain critical challenges.

[Breakthrough Capability 1]: De novo prediction of RNA structure, protein structure, and complexes of DNAs/RNAs and proteins (from primary sequence) and the ability to make accurate predictions of mutability and effect of mutations from structure.

- 2 years: Reliably predict (greater than a 50% success rate) the structure of 300-amino acid proteins and 200-nucleotide RNA domains within 5 Ångstroms from primary sequence.
  - [Bottleneck]: Existing methods for both RNA and protein structure design rely heavily on macromolecules of known structure.
    - [Potential Solution]: Machine learning with coevolutionary models on large multiple sequence alignments of homologous RNAs and proteins to extract structure from sequence alone.
    - [Potential Solution]: Better understand structures in the sequence space of non-biological RNA and proteins such as de novo designed structures.
  - [Bottleneck]: There are no methods capable of predicting RNA-protein complexes at even modest resolution from primary sequence.
    - [Potential Solution]: Use of high-throughput technologies for mapping RNA-protein crosslinks, nucleotide-resolution chemical mapping of RNA components, and rapid cryo-EM of RNA-protein complexes to guide and test computational modeling.
2 years: Improve force-field and backbone-sampling algorithms and include capabilities to capture force-fields of post-transcriptionally- and post-translationally-modified nucleosides and amino acids.

- [Bottleneck]: Conformational dynamics for protein design need to be improved (especially for hydrogen-bonding and electrostatic interactions between protein residues) to more accurately capture interactions responsible for protein structure, stability and function; similarly, algorithms that sample potential protein conformations required for function need to be sped up and improved.
  - [Potential Solution]: Gather large datasets of mutants or designed protein sequences and their experimentally characterized activity and use machine learning/data science techniques to develop improved molecular mechanics force-fields.
  - [Potential Solution]: Investigate alternative sampling algorithms for protein backbone by developing protein design software able to take advantage of commodities parallel computing architectures such as general purpose GPUs and cloud-based FPGAs.

- [Bottleneck]: Force fields for molecular dynamics simulations of RNAs and RNA-protein complexes need to be improved.
  - [Potential Solution]: Detailed biophysical characterization of synthetic model systems designed to push the force fields to their limits of predictability.
  - [Potential Solution]: Development of design methodologies that leverage angstrom-level RNA and RNA-protein complex simulations.

- [Bottleneck]: Even when a global conformational minimum is sampled, there is no guarantee that a force-field will correctly identify it as such because computational protein design algorithms sacrifice scoring accuracy for speed often by only considering pairwise interactions.
  - [Potential Solution]: Systematic errors caused by the assumption that pairwise interactions are sufficient to define protein folds must be identified, and score terms that can quickly approximate those errors should be implemented to improve accuracy.

5 years: Reliable de novo prediction (greater than a 50% success rate within 5 Ångström r.m.s.d.) of RNAs and proteins containing non-canonical structures (including irregular protein loops and RNA aptamers).

- [Bottleneck]: There exists a large variety in possible loop conformations, making them difficult to effectively sample. The problem is particularly important for RNA and RNA-protein complexes where functional tertiary folds are dictated by idiosyncratic structures.
  - [Potential Solution]: Utilize knowledge of RNA and protein sequence-structure relationships from the PDB to limit conformational search space; explore refinement strategies that couple this with physics-based score functions, molecular dynamics simulations, and employ new generation Monte Carlo sampling methods (Watkins et al., 2018).
- [Potential Solution]: Incorporation of failed designs, based on structural data, into models.

- **5 years**: Routine redesign of ligand binding sites and/or aptamers for custom ligands with a greater than 50% success rate.
  - [Bottleneck]: Motif-based approaches to ligand binding site design is limited by how much structural information of the target ligand is available.
  - [Potential Solution]: Fragmenting ligands allows for the formation of larger motif libraries, enabling the design of completely novel ligand binding sites.
  - [Potential Solution]: Extensions of new Monte Carlo methods (Watkins et al., 2018) for atomically-accurate RNA and protein structure prediction to sample sequence and structure simultaneously.
  - [Potential Solution]: Computational medium-resolution pre-design of large 3D RNA and protein shapes that encapsulate all surfaces of target ligands, integrated with high-throughput combinatorial screening focused at macromolecule-ligand interfaces for which current computational approaches are not yet accurate.

- **10 years**: Routine prediction of structures for 500-amino acid proteins and 200-nucleotide RNA domains within 3 Ångstrom.
  - [Bottleneck]: Diversity of conformations.

- **10 years**: Design proteins and RNAs that fold correctly 50% of the time and RNA-protein complexes that form correctly 20% of the time.
  - [Bottleneck]: High-throughput methods to assess protein and RNA folding.
  - [Potential Solution]: Improved dynamic light scattering, high-throughput circular dichroism, high-throughput crystallography, or cryo-electron-microscopy assays.

- **10 years**: Modeling and design of chromatin states that can be manipulated to change function.
  - [Bottleneck]: Incomplete functional characterization of natural chromatin.
  - [Potential Solution]: Engineered platforms to rapidly interrogate hundreds of structural, enzymatic, and synthetic chromatin proteins.

- **20 years**: Routine prediction of structures for 3,000-amino acid proteins (such as PKSs, etc.), protein-protein and RNA-protein interactions, and protein and RNA-protein complexes (re-engineered ribosomes, spliceosomes, etc.).
  - [Bottleneck]: Diversity of conformations.

- **20 years**: Routine prediction of RNA and protein function from structure.
  - [Bottleneck]: While it is possible to predict the function of unknown RNAs and proteins by homology to molecules with known function, ab initio functional prediction will be a major challenge.
  - [Potential Solution]: No clear path to a solution can be envisioned, but it will likely involve the ability to computationally model interaction networks between arbitrary sets of biomolecules simply based on their sequences.
[Potential Solution]: Achieving a better understanding of the full repertoire of possible protein and RNA functions is needed.

[Breakthrough Capability 2]: *De novo design and/or prediction of macromolecular dynamics and dynamic macromolecular structures.*

- **2 years:** Improving computational models of RNA dynamics that can incorporate experimental data.
  - [Bottleneck]: There is a lack of rigorous physical models that can incorporate experimental characterization of RNA structure and physicochemical data into models of RNA folding dynamics.
  - [Potential Solution]: Expansion of RNA folding dynamics physicochemical modeling toolsets to incorporate experimental data.
  - [Potential Solution]: Machine-learning based models of RNA structure based off large-scale experimental characterization datasets.

- **10 years:** Incorporating co-transcriptional (for RNA) and co-translational (for protein) processes (and including cellular factors that participate in these processes) into design algorithms.
  - [Bottleneck]: A lack of principles of co-transcriptional RNA folding and co-translational protein folding that can be incorporated into design algorithms.
  - [Potential Solution]: Approaches to use model systems along with a variety of techniques (high-throughput chemical biology, biophysical) to uncover the required principles.
  - [Bottleneck]: No RNA or protein design algorithms incorporate co-transcriptional or co-translational folding dynamics into the design process.
  - [Potential Solution]: Incorporate the design principles learned from the study of these processes into these algorithms.
  - [Potential Solution]: Develop appropriately coarse-grained models that can efficiently simulate co-transcriptional and co-translational folding.

- **10 years:** Design of intrinsic regulatory control into biomolecules (e.g., allostery).
  - [Bottleneck]: Long-range interactions in proteins are difficult to capture in computational protocols because of the enormous amount of conformational sampling that would be required, propagation of error, and limitations in scorefunction accuracy over long ranges.
  - [Potential Solution]: A focus on short-range allosteric interactions may be necessary; statistical approaches to understanding long-range allosteric interactions will be useful for future regulatory design.
  - [Bottleneck]: We lack a sufficient understanding of how ligand-, protein-, and RNA-RNA binding can dynamically alter RNA structure in either equilibrium or out-of-equilibrium RNA folding regimes.
  - [Potential Solution]: Development and validation of approaches that can map RNA-ligand and protein- and RNA-RNA interactions at atomic resolution and in high-throughput.
[Potential Solution]: Development and validation of approaches that can extract RNA folding sub-population information to uncover principles of ligand-, protein-, and RNA-RNA mediated conformational changes.

[Bottleneck]: There are few RNA aptamers that can sense ligands with Kd’s that are sub-micromolar, required for many applications.

[Potential Solution]: Expansion into non-natural nucleic acid chemistries to expand the structure and chemical diversity of aptamers.

**10 years: Design of dynamic and responsive protein-RNA nanomachines.**

[Bottleneck]: It is challenging to image the three-dimensional structure of self-assembled protein-RNA nanostructures within the cell.

[Potential Solution]: Application of high-resolution techniques (super-resolution imaging, cryo-EM) to model synthetic protein-RNA nanostructures.

[Potential Solution]: Use of high-throughput techniques (in-cell chemical probing) to validate proper cellular assembly.

[Bottleneck]: Primitives for converting molecular binding (e.g. ligands, RNAs) into changes in a three-dimensional protein-RNA nanostructure are underdeveloped.

[Potential Solution]: Incorporate known natural motifs that allow ligand and RNA-mediated switching into protein-RNA nanostructures.

[Bottleneck]: RNA-protein interactions required for nanomachines with most sophisticated functions (e.g., dynamic control over protein complexes, cell signaling pathways) are challenging to engineer.

[Potential Solution]: Harness improved tools for predicting RNA-protein interactions and integrate them into design of dynamic RNA nanomachines.

**10 years: Routine design of large proteins, beta topologies, membrane proteins, and loops.**

[Bottleneck]: Although these challenges have recently been addressed, the computational methods are too nascent to ensure that successful design is achieved routinely.

[Potential Solution]: Continued exploration of these computational methods will begin to elucidate the potential for success and existing limitations.

[Bottleneck]: Designing functional proteins requires successful prediction of not just the topology, but also the precise positioning of the elements within that topology.

[Potential Solution]: Explore new approaches to designing specific conformations within an existing topology that satisfy user-specified parameters, such as angles between secondary structure elements.

**10 years: Routine design of protein complexes.**

[Bottleneck]: Predicting and modelling protein-protein interactions is difficult.

[Potential Solution]: Continued development of co-evolutionary models, physics models, and design platforms.
[Bottleneck]: Stronger influence of environment: in contrast to the design of individual proteins, complexes require molecules to assemble in a sea of other molecules.

- [Potential Solution]: Improved molecular dynamics simulations.

**20 years: Routine design of enzymes with high activities (i.e., $k_{cat}/K_M > 10^5 \text{ M}^{-1}\text{s}^{-1}$).**

- [Bottleneck]: Most powerful protein design platforms don’t address molecular dynamics well, and protein dynamics are fundamentally challenging to capture.
  - [Potential Solution]: Ability to at-will engineer enzyme specificity, including to understand what enzymes exist, understand principles behind what exists, and map domain and sequence/functions.
  - [Potential Solution]: Improve multi-state design algorithms which are aimed at designing proteins with multiple interchanging conformations.

- [Bottleneck]: Successful catalysis often requires considerations other than conformation and residue positioning, such as active site electrostatics.
  - [Potential Solution]: Explore the use of more accurate but computationally expensive simulations, such as quantum mechanical calculations, to determine the optimal electrostatic environment for a desired reaction; couple this knowledge with constraints on active site electrostatics during the design process. Alternatively, use knowledge from existing enzymes that catalyze similar reactions to guide these constraints.

**20 years: Modeling and design of dynamic RNA nanomachines that can engage with and manipulate the chromatin states of living systems.**

- [Bottleneck]: *De novo* understanding of RNA structure-function relationship is currently beyond reach and measuring manipulations of chromatin states in complex living systems adds an additional layer of uncertainty.

**20 years: Modeling and design of dynamic DNA-RNA-protein condensates that can expand beyond the functionality of natural condensates.** For example, heterochromatin, mediator, and Pol II nuclear condensates that govern transcription initiation.

- [Bottleneck]: Robust, physics-based models of condensate interactions that can be extrapolated to predict unknown functionality.

**[Breakthrough Capability 3]: High-throughput integrated computational, experimental, and evolutionary schemes for refinement of desired biomolecule functions including enzymatic activity and binding.** For related reading, please see *Gene Editing, Synthesis, and Assembly*, which contains information regarding DNA diversification and library synthesis techniques that can be combined with *in vivo* diversification and assay/selection schemes described here.

**2 years: Durable and high-mutation-rate *in vivo* continuous DNA mutagenesis and evolution systems in model organisms.**

- [Bottleneck]: Increase mutation rates for *in vivo* continuous random mutation systems.
  - [Potential Solution]: Lower biases for *in vivo* continuous mutation systems.
● 5 years: Durable and high-mutation-rate in vivo continuous DNA mutagenesis and evolution systems in non-model organisms.
  ○ [Bottleneck]: Portability of in vivo continuous mutation systems.
    ■ [Potential Solution]: Parts mining for autonomous genetic systems.
● 10 years: Full control over all statistical properties of DNA diversification in vivo.
  ○ [Bottleneck]: Libraries of DNA can be created through in vivo continuous mutagenesis systems such as evolvR; but mutation rates and preferences are not precisely controlled.
    ■ [Potential Solution]: Future generations of programmable mutagenesis tools will likely include enhanced activities such that mutation rate and outcome can be introduced in a more controlled fashion.
● 10 years: Direct sequencing of proteins and carbohydrates.
  ○ [Bottleneck]: Current instrumentation tools and technologies.
    ■ [Potential Solution]: High-throughput mass spectrometry that unambiguously identifies protein variants or carbohydrate linkages in a complex mixture.
  ○ [Bottleneck]: Limited techniques appropriate for direct sequencing.
    ■ [Potential Solution]: Massively parallel detection and sequencing of proteins and carbohydrates using principles from high-throughput DNA sequencing adapted to other molecules through, for example, labeled primary-sequence specific affinity reagents.
● 20 years: De novo DNA synthesis in vivo with single-cell sequence control.
  ○ [Bottleneck]: Individual cells can be programmed to synthesize specific DNA sequences de novo, for example through light-triggered template-independent DNAPs.
    ■ [Potential Solution]: Specialized collections of non-template-dependent DNA polymerases and DNA editing enzyme whose exact activities are controllable by increasingly penetrant forms of energy, starting with light.
● 20 years: Ability to select for any function, including those conferred by: 1) small molecules, lipids, or carbohydrates; and 2) proteins or nucleic acids, including biophysical properties or properties not easily tied to growth.
  ○ [Bottleneck]: Technology to tie production of small molecule, lipids, or carbohydrates to a selection.
    ■ [Potential Solution]: Cell adhesion on a surface; glycoarrays, lectin arrays.
    ■ [Potential Solution]: Creation of biosensors in a cell to link product to cell death or sortable phenotype (e.g., fluorescence).
    ■ [Potential Solution]: Improve small molecule detection and collection via capillary electrophoresis.
  ○ [Bottleneck]: Technology to select for any macromolecular function or property (e.g., fold, shape).
    ■ [Potential Solution]: Synthetic use of natural channels, transporters, quality control systems that naturally discriminate these properties in living systems.
Goal 2: Special considerations for on-demand design, generation, and evolution of macromolecules that rely on non-canonical/unnatural building blocks.

[Current State-of-the-Art]: While DNA, RNA, and proteins containing natural building blocks are readily synthesized using natural biological machinery and the rules of templated biosynthesis, DNA, RNA, and proteins containing modified or unnatural building blocks, including ones that recapitulate post-translational modifications, are difficult to access. Only certain unnatural building blocks are available, only a few distinct unnatural building blocks can be used simultaneously, and the length of fully unnatural polymers that can be produced is extremely low compared to natural counterparts. Overcoming these bottlenecks will lead to new biomolecules with expanded functions stemming from the diversity of non-canonical and unnatural building blocks that could become available to synthetic biology.

The design, generation, and evolution of macromolecules containing unnatural building blocks relies on the achievement of the same capabilities as the production of wholly-natural macromolecules. The following reflects the special considerations necessary for the utilization of unnatural building blocks.

[Breakthrough Capability 1]: PCR, reverse transcription, cellular replication and transcription of fully unnatural nucleotide-containing genes of up to 400 base pairs. At this length, unnatural aptamer and aptazyme polymers could be regularly evolved and engineered.

- **2 years: Identification of “missing” functionality or functionalities in A-T-G-C base pairs.**
  - [Bottleneck]: Previous work in this field has focused on achieving unnatural base pair incorporation rather than on the incorporation of “useful” bases with specialized chemical functionalities in mind (e.g., metal chelators, novel functional groups etc.).
    - [Potential Solution]: Potentially useful chemical functionalities should be enumerated.

- **5 years: Improved in vitro manipulation of unnatural nucleic acids.**
  - [Bottleneck]: Evolution of unnatural aptamers, allosteric regulators and aptazymes requires reverse transcription in order to complete cycles of synthesis and selection.
    - [Potential Solution]: Evolve/engineer reverse transcriptases that can incorporate the array of unnatural nucleotides and be able to be easily adjusted to incorporate additional chemistries as they are developed.

- **5 years: Expansion of unnatural nucleotide toolkit.**
  - [Bottleneck]: At present, transcription and translation of DNA containing unnatural base pairs has been achieved only in the context of a single specialized unnatural base pair and only in E. coli.
  - [Bottleneck]: Success in this endeavor required extensive optimization.
    - [Potential Solution]: Begin to explore alternative (previously explored) unnatural base pairs in the context of the optimized conditions, especially...
ones that do not perturb the double helical structure of DNA and can be incorporated in any sequence context.

- **10 years: Biosynthesis of unnatural nucleotides.**
  - [Bottleneck]: Current unnatural base pairs must be chemically synthesized, which could limit the ability to use them in large scale applications.
    - [Potential Solution]: Engineered biosynthetic pathways capable of generating non-natural bases *in vivo*.
  - [Bottleneck]: Considerations must be made regarding the risks and impacts of release of non-natural nucleic acids into nature.

- **20 years: Organisms capable of full replication, maintenance, and transcription of a plasmid or artificial chromosome made up entirely of unnatural bases.**
  - [Bottleneck]: Transcripts should confer useful function for the organism and also be made entirely of unnatural bases.

  [Breakthrough Capability 2]: Expanded genetic code systems for translation of >100-amino acid proteins containing fully-unnatural amino acids, and proteins with at least four, distinct unnatural amino acid building blocks.

- **2 years: Create proteins that are capable of gaining new, therapeutically-useful activities through unnatural amino acids.**
  - [Bottleneck]: Efficiency and scale of protein expression with expanded genetic code systems.
    - [Potential Solution]: Specialized strains, specialized tRNA/aminocyl-tRNA synthetase systems, specialized ribosomes, and genomically-recoded organisms.

- **5 years: Efficient biosynthesis of proteins containing three or more distinct unnatural amino acid building blocks.**
  - [Bottleneck]: Not enough free codons to hijack for unnatural amino acid building blocks.
    - [Potential Solution]: Genomically-recoded strains that free up redundant codons, orthogonal ribosomes that can utilize special tRNAs for special messages, or orthogonal organellar genetic codes.
  - [Bottleneck]: Not enough mutually orthogonal aminoacyl-tRNA synthetase (aaRS)/tRNA pairs for unnatural building block incorporation.
    - [Potential Solution]: Design or scalable evolution of new mutually orthogonal sets of aaRS/tRNA pairs for genomically-recoded organisms or for orthogonal ribosomes; hijacking of organellar genetic codes and associated aaRS/tRNA pairs.

- **10 years: Biosynthesis of unnatural amino acids.**
  - [Bottleneck]: Current unnatural amino acids are chemically synthesized in most cases, which could limit the ability to use them in large scale applications.
    - [Potential Solution]: Engineered biosynthetic pathways capable of generating unnatural amino acids *in vivo*.
20 years: Templated biosynthesis and evolution of new polymers with large user-selected sets of unnatural building blocks in vivo.

[Bottleneck]: Ribosome, elongation factor, and aaRS/tRNA engineering for new building blocks and polymer linkage chemistries beyond peptide bonds.

Goal 3: Holistic, integrated design of multi-part genetic systems (i.e., circuits and pathways).

[Current State-of-the-Art]: A long-standing goal of molecular engineering is to create components that can control genetic processes. There are commonly used predictive models that can design short genetic parts to control gene expression processes both within cells and in cell-free in vitro systems. These parts are then combined into larger genetic systems (operons, regulons) to create desired cellular functions, including sensors, genetic circuits, transporters, multi-enzyme metabolic pathways, organelle compartments, and orthogonal expression systems. These multi-part genetic systems are particularly useful, as they are used by natural organisms as a central information processing component to sense and respond to changing internal and external conditions. Thus, being able to de novo design or engineer these systems offers many points of control of fundamental cellular processes. However, there are several challenges that have been encountered in trying to develop multi-part genetic systems. For example, there are many coupled interactions, between adjacent parts or between distant genetic modules, that alter system function in unpredictable and undesired ways. Therefore, new approaches are needed to correctly design large genetic systems, taking into account these poorly understood mechanisms, within an even larger genomic background.

[Breakthrough Capability 1]: Design of highly-stable, large genetic systems (genomes) with targeted expression levels in a host organism or cell type, incorporating system-wide effects.

2 years: Incorporate gene expression interactions into predictable design of prokaryotic genetic systems.

[Bottleneck]: Incomplete understanding of coupled expression dynamics within single or multi-protein genetic systems, accounting for changes in transcription, translation, and mRNA decay.

[Potential Solution]: Develop sequence-to-function models of transcription initiation, elongation, and transcription factor binding dynamics.

[Potential Solution]: Develop sequence-to-function models of mRNA decay rates, incorporating coupled interactions between transcription, translation, and the several mRNA decay pathways.

[Potential Solution]: Develop sequence-to-function models of mRNA translation, including improved ribosome-mRNA free energy models as well as incorporating the kinetics of RNA folding and Ribosome Drafting mechanisms.

[Potential Solution]: Incorporating design rules quantifying criteria for optimal functioning of genetic systems, including increased genetic stability and minimal resource load.
- **Potential Solution**: Develop models of host resource limitations that can indirectly couple gene expression processes.

- **5 years**: Incorporate gene expression interactions into predictable design of eukaryotic genetic systems.
  - **Bottleneck**: Incomplete understanding of coupled expression dynamics within single or multi-protein genetic systems, accounting for changes in epigenetics, transcription, translation, mRNA decay, and splicing.
  - **Potential Solution**: Develop sequence-to-function models of transcription initiation, including the dynamics of epigenetic modifications.
  - **Potential Solution**: Develop sequence-to-function models of eukaryotic mRNA processing including capping, alternative splicing, polyadenylation, packaging and nuclear export.
  - **Potential Solution**: Develop sequence-to-function models of mRNA decay rates, incorporating coupled interactions between transcription, translation, and the several mRNA decay pathways.
  - **Potential Solution**: Develop sequence-to-function models of mRNA translation, including pausing, upstream open reading frames as well as incorporating the kinetics of RNA folding.
  - **Potential Solution**: Incorporating design rules quantifying criteria for optimal functioning of genetic systems, including increased genetic stability and minimal resource load.

- **10 years**: Discovery and characterization of mechanistic interactions at the systems-level affecting protein activities inside cells.
  - **Bottleneck**: A variety of poorly characterized systems-level interactions affect protein activities inside cells, including expression resource allocation, metabolic resource allocation, local changes to the cellular environment (pH, crowding, etc.), and local changes to protein folding and activity (e.g., co-translational folding, allosteric regulation).
  - **Potential Solution**: Development of layered mechanistic models accounting for changes in expression resource & metabolite levels (e.g., RNAP, TFs, EFs, NTPs, ribosomes, tRNAs, amino acids, and chaperones).
  - **Potential Solution**: Modeling and experimental methods to elucidate allosteric regulation of individual enzymes, and RNA/protein regulators.

- **20 years**: Whole-tissue or whole-cell, nucleotide-resolution simulations encompassing several layers of models predicting gene regulatory, metabolic, and system-level behaviors.
  - **Bottleneck**: Incomplete enumeration and quantification of biophysical and chemical interactions controlling system-wide behaviors.
  - **Potential Solution**: Systematic development and validation of models quantifying each layer of interactions, followed by critical testing of simulation predictions incorporating multiple modeling layers; a "Genome Calculator".
[Breakthrough Capability 2]: Ability to rationally engineer sensor suites, genetic circuits, metabolic pathways, signaling cascades, and cell differentiation pathways.

- **2 years**: Reliable engineering of genetic circuits with more than ten regulators for sophisticated computations.
  - [Bottleneck]: The availability of orthogonal, programmable, non-repetitive regulators with desired gene regulatory effects.
    - [Potential Solution]: Toolboxes of highly non-repetitive, regulated promoters, including large sets of mutually orthogonal promoter/regulator pairs.
    - [Potential Solution]: Toolboxes of highly non-repetitive transcription factors or CRISPR genetic parts, including mutually orthogonal transcription factors and CRISPR systems.
    - [Potential Solution]: Toolboxes of highly non-repetitive RNA regulators of gene expression that can control transcription, translation and mRNA degradation.
    - [Potential Solution]: Toolboxes of highly non-repetitive and mutually orthogonal recombinases.
    - [Potential Solution]: Predictive models at nucleotide to systems resolution, capable of predicting how combinations of genetic parts lead to desired computations (e.g., analog, digital, signal processing, pattern recognition).

- **5 years**: Reliable engineering of novel, many-enzyme pathways utilizing combinations of bioprospected enzymes with well-characterized kinetics.
  - [Bottleneck]: Predicting enzymatic reactions and kinetics from amino acid/nucleic acid sequence remains difficult. Many protein or RNA-based enzymes are promiscuous with varying substrate selectivities.
    - [Potential Solution]: The kinetics and substrate selectivities of large families of bio-prospected enzymes could be characterized to identify rules for quantifying enzyme-substrate promiscuity.
    - [Potential Solution]: Enzyme databases could be greatly expanded to incorporate predicted enzyme-substrate promiscuities, enabling the design of more novel and exotic multi-enzyme pathways.

- **5 years**: Five-time improvement and expansion of inducers/promoters for model organisms that respond to environmental inputs and any intracellular metabolite.
  - [Bottleneck]: We are still relatively limited to chemical inducers of expression.
    - [Potential Solution]: Catalog known signals that microbes respond to including potential genetic parts necessary.
    - [Potential Solution]: Expand technology to include other non-conventional inputs (e.g., light, electricity); two-year goals would include focus on improving known inputs (e.g., optogenetic tools) and conducting initial tests with new technologies.
    - [Potential Solution]: Develop RNA and protein biosensors that respond to a variety of non-natural chemical inputs.
● 5 years: Utilize machine-learning approaches to use the vast amount of uncurated literature results within pathway design.
  ○ [Bottleneck]: The performance of pathway design software critically dependent on the quality and amount of enzymatic and biochemical data available; although curated databases such as MetaCyc (Caspi et al., 2018) (MetaCyc is available at https://metacyc.org) or BRENDA (Jeske, Placzek, Schomburg, Chang, & Schomburg, 2019) (BRENDA is available at https://www.brenda-enzymes.org/) exist for enzymes involved in metabolism, a large amount of previous experimental results are “buried” in the literature, including records of enzyme specificity and other characterizations, and therefore impossible to utilize for pathway design.
    ■ [Potential Solution]: Develop natural language processing (NLP) and machine learning approaches to extract and characterize the relevant information from the literature of the last four decades.
● 10 years: Creation of optogenetic tools for in vivo RNA post-transcriptional control to allow for easy control of any gene expression process through mRNA (You & Jaffrey, 2015).
  ○ [Bottleneck]: There are currently no optogenetic RNA aptamers that can be used in vivo.
    ■ [Potential Solution]: The development of light activated chromophore ligands that are compatible with cellular biochemistry and can be easily synthesized by the cell.
    ■ [Potential Solution]: The design or evolution of aptamers that bind to only one conformation of the chromophore, thus giving the basis for optogenetic switching of RNA structure.
    ■ [Potential Solution]: Enzymatic processes to covalently link RNA sequences to chromophores in a selective manner so that optogenetic chromophore transitions can be cycled as is the case with optogenetic protein mechanisms.
    ■ [Potential Solution]: Take advantage of emerging optogenetic variants of CRISPR/Cas systems, now ported (via Cas13-like effectors) to bind to RNA with light-controlled affinity.
  ○ [Bottleneck]: There are currently no optogenetic RNA regulatory mechanisms that can be used in vivo.
    ■ [Potential Solution]: Couple the above developed optogenetic aptamer system to RNA regulatory mechanisms that can control a range of gene expression processes.
● 10 years: Reliable expression of redesigned synthases to produce secondary metabolites, including polyketides and non-ribosomal peptides.
  ○ [Bottleneck]: Many important natural products are synthesized by modular multi-enzyme synthases but these complexes are difficult to express, particularly so in engineered forms where specific modules are recombined/designed in order to alter productive specificity.
[Potential Solution]: Structural analysis, driven by advances in cryo-EM, to inform structural modeling of hierarchical assembly rules.

[Potential Solution]: High-throughput assembly/assay of natural polyketide synthases (PKSs) and non-ribosomal peptides (NRPs) to build functional PKSs/NRPSs that produce unnatural molecules and incorporate successes/failures into model.

- 10 years: Computational design of protein-ligand and RNA-ligand interfaces suitable for engineering protein-based or RNA-based sensors.
  ○ [Bottleneck]: Potential energy models for nucleic acid interactions require improvements in charge screening and ionic effects.
  ○ [Bottleneck]: The number of RNA-ligand interactions that have been characterized at atomic resolution is sparse, prohibiting informatics-based approaches to design RNA-ligand interactions.
  ■ [Potential Solution]: Develop and apply high throughput methods to characterize RNA-ligand interactions.
  ○ [Bottleneck]: Many candidate RNA/protein sequences must be experimentally characterized to find one that binds well to a targeted ligand.
  ■ [Potential Solution]: Maximally informative measurements of designed proteins and RNAs could be utilized to further improve potential energy functions and model predictions.

- 20 years: Simultaneous, tunable, timed expression of many transcription factors controlling mammalian cell state.
  ○ [Bottleneck]: Insufficient mapping between transcription factor expression levels, regulated promoter activities, epigenetic modifications, and overall regulation of protein and metabolite levels.
  ○ [Bottleneck]: Insufficient temporal expression control over multi-protein genetic systems in eukaryotic systems, particularly mammalian systems.
  ■ [Potential Solution]: Development of improved genetic circuits controlling temporal expression of desired proteins in mammalian cells, stimulated by small molecule, cell contact, or cell cycle conditions.
  ■ [Potential Solution]: Systematic characterization of human, genome-wide transcription factor binding sites, affinities, and gene regulatory effects.

Goal 4: Integrated design of RNA-based regulatory systems for cellular control and information processing.

[Current State-of-the-Art]: There is a unique opportunity to construct information processing genetic circuitry out of RNA molecules versus proteins due to three factors: 1) a deep history of molecular computation with nucleic acids in vitro (Cherry & Qian, 2018; Qian & Winfree, 2011); 2) the concept of nucleic acid strand displacement as a simple, yet highly modular and programmable mechanism to maintain and propagate changes of molecular state; and 3) the emergence of RNA secondary structure design tools that can implement new designs using these paradigms. Within the realm of in vitro nucleic acid ‘circuits’, there has been great progress in developing in vitro systems that can process information in much the same way as
genetic regulatory circuits. In these systems, chemical state is defined as the concentration of specific nucleic acid species, and these states can be changed through designed interactions that can process information, such as logic evaluation (Seelig, Soloveichik, Zhang, & Winfree, 2006), or even perform complex computational tasks (Cherry & Qian, 2018; Qian & Winfree, 2011). One specific paradigm for programming these interactions is via nucleic acid strand displacement - a method by which specific nucleic acid (DNA or RNA) hybrids can exchange strands with each other to change the abundance of specific hybrid species. They offer a powerful paradigm for molecular computation in that they leverage the existing DNA/RNA structure design tools and can be abstracted into high-level programming languages. In addition, RNA has additional advantages in being able to enhance functional properties through expanded non-natural nucleic acid chemistries, and by leveraging the wide range of RNA modifications present especially in eukaryotic systems. Overall, we know a great deal more about the fundamental principles of programming reaction cascades with RNAs than we do for proteins, due to the latter being governed by specific protein interactions that are harder to generalize. We therefore highlight RNA circuit design as its own goal while covering protein-based circuit design in Goal 3: Holistic, integrated design of multi-part genetic systems (i.e., circuits and pathways).

While there is great promise in RNA circuit design, and some progress made in porting the most basic elements of strand displacement into designed RNA regulators of gene expression (toehold switches (Green, Silver, Collins, & Yin, 2014) and small transcription activating RNAs (STARs) (Chappell, Westbrook, Verosloff, & Lucks, 2017)), the full repertoire of strand displacement capability has so far not been fully ported to living cellular systems. This represents the major challenge of this goal, with the accordingly great opportunity to expand the programmable molecular control over cellular systems through porting strand displacement into cells.

[Breakthrough Capability 1]: Porting nucleic acid strand displacement technology into cellular systems with RNA instantiations.

- **2 years: RNA implementation of strand displacement cascades in bacteria.**
  - [Bottleneck]: Difficulties in designing RNAs that are stable and robustly fold into desired structures needed for strand displacement within the cell.
    - [Potential Solution]: Identification of new RNA-protecting motifs compatible with strand displacement.
    - [Potential Solution]: Development and use of RNA-targeting CRISPR nucleases (e.g., dCas13a) for site-specific modification of RNA bases to enhance stability.
    - [Potential Solution]: Development of alternative, strand-displacement motifs that are more compatible with the cellular context.
    - [Potential Solution]: Further advances of in-cell structure probing techniques to inform design principles for RNA strand displacement regulators.
- [Potential Solution]: Evolutionary optimization using RNA-targeting CRISPR systems to activate mRNAs or regulatory outputs to activate gene expression for selection.
  ○ [Bottleneck]: Cellular RNA cascades require large concentration ratios to be effective.
    - [Potential Solution]: Design and implement RNA cascades that leverage catalytic interactions.
    - [Potential Solution]: Develop design rules to integrate the components of current multi-strand cascades into a single strand.
  ○ [Bottleneck]: Cellular RNAs can have high secondary structures that make them challenging to use as inputs for strand displacement cascades.
    - [Potential Solution]: Implement RNA signal transducers that modify cellular RNA structures to be compatible.
  ○ [Bottleneck]: Filling gaps in RNA parts and their performance. There remains a high level of discrepancy in RNA part performance, particularly across different cell types and in the context of intracellular conditions. For example, dynamic range (On/Off state function) is a critical parameter for gene regulators that determines the stringency of control and their utility for constructing gene networks but varies in different contexts for many existing parts.
    - [Potential Solution]: Creation of high-performing RNA parts explicitly characterized for robustness and engineered and tested at magnesium concentrations that are physiologically relevant for intracellular use.

- **5 years: RNA implementation of strand displacement cascades in eukaryotic systems.**
  ○ [Bottleneck]: Eukaryotic RNAs are subject to more complex regulation and are subject to additional processing (e.g., nuclear transport, capping, polyadenylation, splicing, microRNA pathways).
    - [Potential Solution]: Develop the equivalent of compact and simplified bacterial RNA regulators that distill the complexity of these interactions to function robustly in mammalian systems.
  ○ [Bottleneck]: RNA concentrations in eukaryotic cells are lower than those in prokaryotic cells and reduce RNA-RNA interactions.
    - [Potential Solution]: Implement RNA strand displacement cascades using RNAs that are confined to the nucleus or that are tagged to remain in the nucleus.
    - [Potential Solution]: Make use of catalytic RNA systems as described above.

- **5 years: Engineer ‘universal’ computational strand displacement architectures using strand displacement in bacteria.**
  ○ [Bottleneck]: The most sophisticated strand-displacement architectures require reversible interactions for error correction.
    - [Potential Solution]: Leverage existing architectures by implementing strand displacement that allow reversible interactions, or develop a new
strand-displacement architecture that is amenable to cellular requirements.

- [Bottleneck]: Strand-displacement neural networks require precise control over the relative stoichiometry of strands in the network.
  - [Potential Solution]: Develop methods to encode the complete strand-displacement RNA network in a single strand of RNA.
- [Bottleneck]: Signal conditioning methods are required in the propagating cascade for proper network function.
  - [Potential Solution]: Engineer methods of RNA signal thresholding and amplification required for signal conditioning.

- **10 years**: Engineer computational RNA strand displacement networks in mammalian systems.
  - [Bottleneck]: Methods implemented for encoding RNA strand-displacement networks in bacteria may no longer function in mammalian cells.
    - [Potential Solution]: Adopt RNA network encoding that is specific to mammalian cells that accommodates differences in RNA processing, polyadenylation, and potential changes in ribozyme activity.
  - [Bottleneck]: Lower concentrations of RNAs in mammalian cells prevents proper network function.
    - [Potential Solution]: Encode the RNA strand-displacement network within a single strand of RNA.

- **20 years**: Computational design of RNA strand displacement neural networks that process the transcriptome.
  - [Bottleneck]: Strand displacement networks need to take as input transcriptomic RNAs that are improperly folded and processed, partially degraded, and interacting with other cellular machinery.
    - [Potential Solution]: Design of strand displacement interaction architectures that are robust to errors in inputs.
    - [Potential Solution]: Design of error correction computational layers that can process ‘messy’ input signatures.

- **20 years**: Engineer RNA neural networks that dynamically reprogram cell state.
  - [Bottleneck]: Strand displacement networks cannot interface with systems that can regulate or alter the cellular state.
    - [Potential Solution]: Design of strand displacement output systems that can interact with (i.e., activate and/or repress) a range of native or engineered cellular systems.

**[Breakthrough Capability 2]: Porting successes in computationally designed bacterial RNA-based genetic regulators into eukaryotic and mammalian systems.**

- **2 years**: First generation eukaryotic RNA-based gene regulators that utilize RNA:RNA interactions and/or strand-displacement and achieve 10-fold change in gene expression.
  - [Bottleneck]: Current state-of-the-art RNA-based gene regulators in bacteria utilize RNA structures to control transcription (STARs) and translation (Toeholds,
and small RNAs) that are fundamentally different in eukaryotes and do not directly port.

- [Potential solution]: Understand how initiation, elongation and termination of both transcription and translation can be manipulated through formation of RNA structures and interactions.
- [Potential solution]: Uncover how natural RNA processing (splicing, polyadenylation, 5’ capping) specific to eukaryotes can be regulated through formation of RNA structures and interactions.
- [Potential solution]: Investigate orthogonal mechanisms of gene expression and RNA processing in eukaryotic cells, for example, that use machinery from naturally occurring viruses.

- **2 years: Creation of RNA modification machinery that allows programmable site-specific modifications of RNA, focusing on naturally abundant modifications (N6-methyl adenosine, 2’-O-methylation, pseudouridine).**
  - [Bottleneck]: We currently have no ability to program RNA modifications inside living cells and natural modification machines lack sequence flexibility.
  - [Potential solution]: Create CRISPR-based systems able to perform guide RNA directed post-transcriptional modification of RNA.
  - [Potential solution]: Investigate natural RNA modification machinery to identify programmable and/or sequence flexible mechanisms.

- **5 years: Second generation eukaryotic RNA-based gene regulators that are suitable for computational design to create libraries that are highly-orthogonal and high-performing, achieving 100’s-fold change in gene expression.**
  - [Bottleneck]: Design rules of how specific RNA structures and sequences control gene expression and RNA processing in eukaryotes is poorly understood.
  - [Potential solution]: Couple DNA library synthesis with high-throughput screening to rapidly explore sequence-function landscapes of different cellular process.

- **5 years: Use RNA modifications for programming or fine-tuning RNA functions.** Examples include using modifications to dynamically control how RNAs interact, control gene expression, and form nanostructures.
  - [Bottleneck]: While RNA modifications are known to be abundant and diverse, we have almost no idea about their functional consequences. This fundamentally limits our ability to harness modified nucleotides as building blocks or control points.
  - [Potential solution]: Combine in vitro synthesized and modified RNAs with cell-free protein synthesis systems or purified reactions to systematically investigate effects of modifications.
  - [Potential solution]: Apply programmable RNA modification tools in vivo to determine functional consequences of RNA modifications.
  - [Potential solution]: Use next-generation sequencing technologies and statistical analysis to understand how modifications perturb endogenous RNA processing, structure formation, interactions and translation.
• **10 years:** Expand RNA modification apparatus to modify non-natural RNA alphabets to enhance their functional properties.
  ○ [Bottleneck]: It is unknown how RNA modification machinery would tolerate non-natural RNA alphabets.
    ■ [Potential solution]: Engineer and evolve RNA modification machinery to diversify substrate specificity.

• **20 years:** Engineering enzymes that can perform non-natural RNA modifications to further expand the chemical repertoire of what is possible and extend RNA ligand recognition, catalysis and genetic control.
  ○ [Bottleneck]: Current non-natural RNA modifications have to be synthesized *in vitro*, and cannot be produced inside cells.
    ■ [Potential Solution]: Engineer protein enzymes or ribozymes capable of generating non-natural RNA modifications in cells.
    ■ [Potential Solution]: Engineer biosynthetic pathways that can produce substrates of non-natural RNA modification reactions *in vivo*. 
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